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Abstract—Intra-chip communication is a major bottleneck in modern multiprocessor system-on-chip (MPSoC) designs. The bus topology is the most common on-chip interconnect technology and bus contention in one of the major issues in bus-based MPSoC designs. Code division multiple access (CDMA) has been proposed as a bus sharing strategy to overcome the bus contention problem. In CDMA, a limited number of orthogonal spreading codes can share the medium due to the Multiple Access Interference (MAI) problem. In wireless communications, overloaded CDMA has been considered to increase the system capacity by adding extra non-orthogonal spreading codes with specific characteristics. We propose a novel CDMA bus architecture leveraging the overloaded CDMA concepts to increase the maximum number of cores sharing the same CDMA bus in MPSoC by 25% at a marginal cost. The overloaded CDMA bus architecture is illustrated, resource- and speed-efficient decoding circuits are presented, and a prototype system is implemented and validated on a Virtex-7 FPGA VC707 evaluation kit. The overloaded and ordinary CDMA bus architectures are compared in terms of resource usage, power consumption, bus operating clock frequency and bandwidth. Evaluation results show an improvement in resource utilization and power consumption per unit (IP core) and the bus bandwidth by approximately %25 while preserving the access delay of the ordinary CDMA bus.
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I. INTRODUCTION

As transistor size scales down, the number of processing elements that can fit on a silicon die increases. Under scaling, the density of on-chip interconnect increases exponentially to satisfy the connectivity requirement of the MPSoC technology [1]. Such an increase in wiring density has a direct impact to the delay, area, and power consumption, which requires separating the computation and communication aspects of the design to optimize each separately. In modern MPSoCs the main bottleneck is communication rather than computation. Buses and Network-on-Chips (NoCs) are the two widely used technologies for intra-chip communication in MPSoCs [2].

FPGAs are a good candidate for hosting MPSoC designs due to their flexibility and performance. Modern FPGAs can host multiple heterogeneous coarse grained IP cores developed by various developers by applying design reuse and hierarchical design practices. Typical examples of IP cores are soft processors, DSPs, memory controllers, and hardware accelerators. In typical SoC design practices, individual IP cores and components are optimized by the developer leaving the task of connecting and interfacing IP cores and components in a MPSoC to the system designer. Communication between MPSoC modules hosted by FPGAs is implemented on the fine grained fabric. The communication latency needs to be minimized in high-performance MPSoC applications in order to achieve the best efficiency out of hardware parallelism offered by hardware platforms. Minimizing power consumption is another important objective for most modern MPSoC designs, especially those running on battery-enabled systems. Different low-power and latency-optimized communication architectures have been proposed for MPSoC designs implemented in reconfigurable hardware platforms [3].

The straightforward approach to realize on-chip communication is point-to-point links (P2P). The interconnect complexity of the P2P communication topology scales squarely with the number of on-chip cores [4] rendering it a feasible solution only for a small number of cores. Another common approach to realize on-chip communication is the bus topology prevailing contemporary MPSoC designs. In the bus interconnect topology, Time Division Multiple Access (TDMA) is applied, where all cores are connected to the same bus, where bus access is time shared between the different modules according to preassigned access priorities and bus arbitration rules.

As the number of on-chip components increases, the efficiency of the TDMA bus decreases due to the increased communication overhead on the bus. This problem is known as bus contention [5]. Some MPSoC designs attempt to overcome the bus contention problem by employing hierarchical bus topologies at the expense of increasing the interconnect complexity, overhead, and power consumption [6]. The NoC technology is an attractive alternative for both P2P and bus topologies. In NoCs data is treated as packets while IP cores and peripherals are considered as network points which are connected via routers and switching elements. NoCs are a feasible solution for large MPSoCs but they exhibit increased power consumption and large area overheads [7].

Code Division Multiple Access (CDMA) has been proposed as a modification to the bus topology to overcome the bus contention problem raised in TDMA-based bus systems [8]. Direct sequence CDMA (DS-CDMA) is a well known approach for medium sharing in wireless communication systems where the medium is shared by assigning orthogonal spreading codes called signatures to all transmit-receive pairs sharing the communication channel. Code orthogonality enables multiple access and is measured in terms of the cross-correlation between different codes which equals zero for orthogonal spreading codes. In a CDMA system, data from each transmitter is spread with a unique spreading code or signature. The signature codes sent by different transmitters are summed together in the additive communication channel.
The received signal at each receiver is composed of the sum of the spreading codes sent by different transmitters. Spreading codes can be identified on the receiver side by applying correlation operations to the received sum. Each receiver can then extract its intended data from the received channel sum by correlating it with the unique signature assigned for each transmit-receive pair. Other advantages of using CDMA for on-chip interconnect include reduced power consumption, fixed communication latency, and reduced system complexity [9].

The set of spreading codes used in a CDMA system must be orthogonal to each other and any extra codes added to this set will cause Multiple Access Interference (MAI) arising due to the non-zero cross correlation between non-orthogonal spreading codes. MAI can also appear due to the auto correlation between asynchronous orthogonal spreading codes. The MAI problem sets a limit on the maximum number of users in a CDMA communication system. Consequently, the number of IP cores that can simultaneously share the CDMA bus interconnect in MPSoC is limited by MAI. In most spreading code families, the maximum number of synchronous orthogonal codes of length $N$ equals the code length itself.

State-of-the-art CDMA techniques in wireless communications consider adding non-orthogonal codes that can still be separated and identified on the receiver side to increase the CDMA system capacity. These techniques are known as overloaded CDMA techniques and are currently used in synchronous CDMA wireless communication systems [10]. The major drawback of overloaded CDMA is increasing the MAI effect due to the reliance on non-orthogonal codes with non-zero cross correlation which results in reducing the detection distance between different codes, complicating the signature identification and separation, and consequently increasing the bit error rate. In wireless channels, the MAI problem raised by employing non-orthogonal codes is aggravated due to the presence of non-deterministic additive and multiplicative random components in the received signal representing the channel noise and fading, respectively. Such random effects in wireless channels necessitate developing complex receiver structures to enable competent overloaded CDMA systems [10].

On the other hand, for a synchronous binary CDMA bus, the MAI value can be accurately evaluated in the absence of random channel effects appearing in wireless communication channels. Applying overloaded CDMA concepts in MPSoCs can increase the ordinary CDMA bus capacity by adding extra IP cores employing non-orthogonal spreading codes that can still be separated and identified on the receiver side while keeping the decoder complexity unchanged. In this paper, we investigate using overloaded CDMA to increase the CDMA bus capacity in MPSoC designs. We exploit the MAI problem, the synchronous nature of the MPSoC design, the binary system used to encode the channel sum, and the accumulator decoder architecture of the ordinary CDMA bus topology in a smart way to enable the overloaded CDMA bus topology.

We propose a set of MAI-enabled spreading codes for the overloaded CDMA bus topology and present a systematic approach to generate the MAI-enabled codes that can be appended to existing orthogonal code families. The number of MAI-enabled codes equals 25% of the orthogonal code set size, thus adding 25% more cores sharing the same bus. We present the overloaded CDMA bus architecture and provide both area- and speed-efficient decoding alternatives for the proposed bus topology. We compare the implementation results of the overloaded CDMA bus to the ordinary CDMA bus topology. The remaining of this paper is organized as follows: Related work and a brief background about the ordinary CDMA bus topology are presented in Section II. The overloaded CDMA bus architecture and decoding alternatives are presented in Section III. Performance evaluation in terms of resource utilization, maximum bus frequency, power consumption, and bandwidth is introduced in Section IV. Conclusions and future work are portrayed in Section V.

II. BACKGROUND

Most related work addressing the CDMA-based bus relies on orthogonal Walsh codes to enable bus sharing. Nikolic et al. propose a scalable CDMA-based peripheral bus to decrease the number of parallel transfer lines of TDMA buses [11] and present the full CDMA-based bus system in [12]. Bus wrappers convert address and data from IP cores into CDMA encoding while control signals are not encoded to facilitate interconnection to other TDMA buses. Another CDMA bus implementation is compared to a TDMA split transaction bus in [8]. The results show that the CDMA bus outperforms the split transaction bus as the number of processors increases, since the CDMA bus avoids bus contention and queuing delays. CDMA and TDMA are combined in the CT-Bus where data is communicated over both the time and code domains [9]. The CT-Bus shows that the communication overhead of CDMA is less than TDMA as the CDMA bus controller is required to only assign spreading codes while the TDMA controller must perform arbitration every clock cycle. The CT-Bus performance surpasses its TDMA counterpart for the heterogeneous traffic flow since it combines the TDMA bus scalability with the CDMA channel continuity.

CDMA also has been utilized to enable intra-chip communication in NoC topologies. In [13], CDMA is used in the physical layer of the network, enabling collision-free communication between IP cores connected to a router due to the orthogonality property of CDMA codes. The provided network is also hierarchically scalable. The Orthogonal Variable Spreading Factor (OVSF) CDMA code family is exploited in an adaptive scheduling algorithm to enable variable data rate intra-chip communication [14]. The algorithm adapts the number of chips in the OVSF codes according to the number of packets that are required to pass through a node.

Most related work addressing CDMA on-chip interconnect investigate architectural and topological enhancements and performance evaluation for the conventional DS-CDMA communication scheme. In this work we address a different aspect of the CDMA technology for on-chip interconnect. We investigate increasing the bus capacity by applying CDMA expertise gained in the telecommunications field to existing CDMA bus architectures. We make use of the ordinary CDMA bus architecture presented by Nikolic et al. in [11] with some modifications and inclusions to develop the overloaded CDMA bus architecture. Therefore, we present a brief background on the ordinary CDMA bus topology in this section.

Figure 1 shows the block diagram of the ordinary CDMA bus. The system is composed of a number of XOR encoders
and accumulator-based decoders. In the encoder, an \( N \)-chip length orthogonal code is XORed with the data bit and sent out serially, indicating that a single bit is spread in a duration of \( N \) clock cycles. The relationship between the bus clock frequency \( f_b \) and the IP core clock frequency \( f_c \) is given by the following equation:

\[
f_b = N f_c
\]  

(1)

The number of transmit-receive IP core pairs sharing the bus equals to \( M \) where \( M \geq N \). For the ordinary CDMA bus topology using Walsh spreading codes \( M = N \). Serial streams from all transmitting cores sharing the bus are added together and the sum is represented in binary and sent to a decoding circuit feeding the receiving IP cores. Binary encoding and signaling is preferred over multilevel signaling due to it is circuit feeding the receiving IP cores. Binary encoding and signaling is preferred over multilevel signaling due to it is ready support in reconfigurable hardware and its superior performance and reliability. Data sent over the CDMA bus is given by the following equation:

\[
Bus(i) = \sum_{j=1}^{M} d(j) \oplus S(j, i)
\]  

(2)

where \( Bus(i) \) is an \( m \)-bit binary number representing the sum carried by the bus at the \( i^{th} \) clock cycle, the bus width \( m = \lceil \log_2 M \rceil \), \( d(j) \) is the data bit from the \( j^{th} \) encoder, \( S(j, i) \) is the \( j^{th} \) chip of the spreading code of \( j^{th} \) encoder, and \( \oplus \) indicates the XOR operation.

The decoder is implemented as a wrapper that cross correlates the serialized channel sum with the signature code. The decoder is periodic and the decoding cycle lasts for \( N \) clock cycles. The bus data is passed to the zero accumulator when the current chip value equals to “0” and to the one accumulator when the chip value equals to “1”. At the \( u^{th} \) decoder, the input to the zero accumulator at the \( i^{th} \) cycle \( In_z(i) \), and the input to the one accumulator \( In_o(i) \) are given by:

\[
In_z(i) = D(u,i) \cdot Bus(i)
\]

\[
In_o(i) = D(u,i) \cdot Bus(i)
\]  

(3)

where \( D(u,i) \) is the despreading chip of the \( u^{th} \) decoder.

The one and zero accumulator circuits accumulate their inputs during the decoding cycle and are reset to zero at the beginning of each decoding cycle. The values hold by the zero and one accumulators are given by the following equations:

\[
Acc_z = \sum_{i=1, i \neq j}^{N} In_z(i)
\]

\[
Acc_o = \sum_{j=1, j \neq i}^{N} In_o(i)
\]  

(4)

where \( 0 < i, j \leq N \) and the indexes \( i \) and \( j \) do not take the same value for both \( Acc_z \) and \( Acc_o \). Consequently, each accumulator adds \( N/2 \) different inputs during the decoding cycle because the spreading signature is balanced. At the end of the decoding cycle, the decoder has received the sum of spreading codes or their complements encoded according to the data sent by the transmit IP cores sharing the bus. Decoding the channel sum containing an orthogonal code or its complement using other orthogonal codes results in adding the same value to both accumulators. Decoding the channel sum containing an orthogonal code or its complement using the same code results in increasing the value of the one accumulator than the zero accumulator by the number of ones in the code, which equals to \( N/2 \) for balanced spreading codes, e.g. for \( N = 8 \), the difference between the two accumulators is 4. At the end of the decoding cycle, if the zero accumulator content is greater than the one accumulator content, the original data bit is “1”; otherwise, the original data bit is “0”. The main advantage of the accumulator-based decoder is replacing the CDMA correlator receiver requiring computational-expensive multiplication operations with an addition-based receiver.

III. OVERLOADED CDMA BUS

The idea behind using the MAI to increase the CDMA-based bus capacity emanates from the steady difference of \( N/2 \) between the one and zero accumulators at the end of the decoding cycle for all orthogonal codes sharing the bus. If an additional IP core needs to access the bus, this core will use a spreading code that is not orthogonal to the set of orthogonal spreading codes assigned to other cores. If non-orthogonal codes are added to the spreading codes, MAI will appear on the bus and the difference will deviate from \( N/2 \). If we can detect and identify the MAI value —the difference between the two accumulators in the ordinary CDMA bus— we would add extra spreading codes and, consequently, increase the bus capacity. Compared to wireless communication channels, absence of noise and other random effects in the binary CDMA bus reinforces this idea. The spreading code superset in the overloaded CDMA bus is the union of the orthogonal and MAI-enabled code sets.

Herein we present our approach to construct non-orthogonal but identifiable spreading codes to increase the CDMA bus capacity. Our main objective is increasing the number of IP cores sharing the ordinary CDMA bus while keeping the system complexity unchanged by using a simple encoding circuitry and relying on the accumulator-based decoder with minimal changes. To achieve this goal, we propose some modifications to the ordinary CDMA bus. Figure 2 shows the overloaded CDMA bus architecture for single bit interconnection. The same architecture is replicated for multi-bit CDMA bus. \( M \) transmit-receiver IP core pairs share the CDMA bus, where spread data from transmit IP cores are summed together using an arithmetic adder circuit having \( M \) binary inputs and an output of \( m \)-bit width. Each transmit and receive IP core is interfaced to an encoder or a decoder wrapper enabling data spreading and despreading.

A. OVERLOADED CDMA ENCODER

Unlike orthogonal spreading codes which are XORed with the binary data bit, we utilize an AND gate to encode the
non-orthogonal MAI-enabled spreading codes with the binary data bit. The AND gate encoder works as follows: if sent data is “0” it sends a stream of zeros that does not cause MAI on the channel and if sent data is “1” the encoder sends a non-orthogonal spreading code. Therefore the additional MAI-enabled spreading code will either contribute an MAI value of one or zero because the encoder is an AND gate. The XOR encoder of the ordinary CDMA bus cannot be used to encode the MAI-enabled spreading codes because it only complements the spreading code chips, so an XOR gate will cause MAI to the bus whether the data is “0” or “1”. A hybrid encoder is developed for both orthogonal and non-orthogonal spreading with an XOR gate, an AND gate, and a multiplexer unit as shown by Figure 2.

### B. MAI-enabled Spreading and Despreading Codes

Before describing the bus decoder architecture, we will discuss how to construct the MAI-enabled codes for an arbitrary orthogonal code family. Let us consider a non-orthogonal MAI-enabled spreading code composed of a single chip of “1” and all the remaining chips are “0” in the N clock cycles — data encoding and decoding cycle— as shown in Figure 3 for data₀. Assume this code is assigned to an extra IP core sharing the bus. When this core accesses the bus and sends “1”, this code is sent and the single chip of “1” is passed to either the one or zero accumulators based on the despreading code. This code will contribute an MAI value corresponding to the one chip, and the difference D between the accumulators will be:

\[
D = \pm \frac{N}{2} + 1
\]  

(5)

Similarly, we can add a code composed of two consequent chips in the N clock cycles as shown by Figure 3 for data₁. This code will contribute an MAI value of two corresponding to the two chips of “1”, and the difference D between the two accumulators due to the this code is:

\[
D = \pm \frac{N}{2} + 2
\]  

(6)

This difference can be distinguished from the difference caused by the single-chip MAI-enabled code.

If the two MAI-enabled spreading codes are assigned to two IP cores and the data encoded simultaneously for both cores is “1”, the difference D between the one and zero accumulators due to the extra codes is:

\[
D = \pm \frac{N}{2} + 3
\]  

(7)

Because there are only two codes that cause MAI to the bus, then the only decomposition of the number 3 is 1+2 corresponding to MAI caused by the single-chip and two-chip codes, respectively, indicating that detection is still feasible.

Although these extra spreading codes cause MAI unlike orthogonal codes, the code can still be identified and extracted from other codes sharing the additive bus. For non-orthogonal code decoding, the difference contributed by the additional MAI-enabled codes can be detected using an ordinary accumulator decoder by replacing the comparator unit with a subtractor circuit. For orthogonal code decoding, the difference between the two accumulators is no longer \( \pm N/2 \), yet a comparator circuit can still compare the two accumulator contents and detect the original bit, accordingly. Errorless detection of data spread by an orthogonal code requires that the total MAI value contributed by non-orthogonal codes is less than \( N/2 \). Errorless detection of data spread by an MAI-enabled code requires two conditions: (i) the MAI value contributed by a non-orthogonal code must be decomposable meaning that it cannot be composed of MAI values caused by other codes; and (ii) the MAI chips must be passed to the same accumulator to prevent false detection which is controlled via the despreading code \( M_d \) of the MAI-enabled decoder. An example of false detection is as follows: if the first code adds an MAI value of one to the zero accumulator and the second code adds an MAI value of two to the one accumulator, the difference will be:

\[
D = \pm \frac{N}{2} + 2 - 1 = \pm \frac{N}{2} + 1
\]  

which can be confused with the single-chip code sent alone and cause fault detection.
To show the feasibility of the proposed approach, let us assume spreading codes of length \( N = 8 \), and let the two MAI-enabled codes be \( M_1 \) and \( M_2 \).

\[
M_1 = \{1, 0, 0, 0, 0, 0, 0, 0\} \\
M_2 = \{1, 1, 0, 0, 0, 0, 0, 0\}
\]  

The despreading code \( M_d \) is assigned for the two MAI-enabled codes \( M_1 \) and \( M_2 \) based on the errorless detection criteria stated above:

\[
M_d = \{0, 0, 0, 0, 1, 1, 1, 1\}
\]  

During the first four clock cycles in the decoding cycle, bus contents are passed to the zero accumulator while during the last four clock cycles bus contents are passed to the one accumulator. We should notice that the MAI-enabled codes \( M_1 \) and \( M_2 \) will increment the zero accumulator only by three \((3 = 2 + 1)\), which satisfies all the errorless detection conditions. Figure 3 shows an example of the two MAI-enabled codes and two orthogonal codes sharing the bus simultaneously, and their decoding waveform. Generally, \( M_1, M_2 \) and \( M_d \) can be of any shape as long as all errorless detection conditions are satisfied.

For \( N = 8 \), ten IP cores can share the bus following our approach, eight cores using the orthogonal codes and two cores using the MAI-enabled codes. The decoder output \( R \) is the difference between the two accumulators \( A_x \) and \( A_z \):

\[
R = Acc_z - Acc_x = \pm \frac{N}{2} + d_1 + 2d_2 \\
R_b = \pm 1d_2d_1
\]  

where \( d_1 \) and \( d_2 \) are binary data of the two added cores respectively. \( R_b \) is the binary representation of the received value. Hence we can jointly extract the encoded data of the two cores from \( R_b \).

For \( N > 8 \), the subsequent MAI value that can be contributed by another non-orthogonal code to facilitate errorless detection is 4 which cannot be decomposed into a combination of a single 1 and 2, the next MAI decomposable value is 8 which 8 cannot be expressed as a combination of a single 1, 2, and 4, and so on. Therefore, the series of contributed decomposable MAI for each new code is \(\{1, 2, 4, 8, 16, 32, \ldots\}\), and the last element in the series must be less than \(N/2\) to avoid fault detection. For example, for \( N = 8 \), the added MAI values can be \(\{1, 2\}\), and for \( N = 16 \), the added MAI values can be \(\{1, 2, 4\}\). The MAI-enabled set of non-orthogonal spreading and despreading codes will be constructed similar to the one- and two-chip MAI-enabled codes \( M_1 \) and \( M_2 \) and \( M_d \).

So by doubling \( N \) only one additional code can be added to the set of MAI-enabled codes which might not be such a good improvement. However, we can increase the bus capacity by applying a more innovative idea. Assuming a code length of \( N = 2^n > 8 \), this code can be partitioned into blocks of 8-chip length yielding \(N/8\) blocks, each is encoded and decoded independently. By applying this approach, each MAI-enabled code can be constructed from \( M_1 \) and \( M_2 \) which are assigned to a specific 8-chip block and the rest chips in each code are filled with zeros. For example, if \( N = 16 \), we can generate two codes by assigning \( M_1 \) and \( M_2 \) to the first 8 chips and the second 8 chips, respectively, which results in increasing the number of spreading codes by 4. We choose to partition the code into blocks of 8-chip length rather than other length because this leads to maximizing the number of MAI-enabled codes. By applying this approach, the total number of added codes for a code length of \( N \) is \(2 + N/8 = N/4\). The decoding circuit uses the despreading code \( M_d \) to decode each 8 chips independently and sends the decoded data to the corresponding IP core. Figure 4 shows an example for the construction and decoding of the 4 MAI-enabled codes to spreading codes of length \( N = 16 \) chips. Figure 5 depicts the simulation results of data encoding and decoding in an overloaded CDMA bus using 16-chip spreading code length. As shown by the figure, data encoded of \( 20^7h4D609 \) is correctly decoded after 16 bus clock cycles.

\[
M_8 = \begin{bmatrix} M_1 \\ M_2 \end{bmatrix} \\
M_N = \begin{bmatrix} M_{N/2} \\ 0 \end{bmatrix} \frac{N}{2} \left( \begin{bmatrix} 0 \\ \frac{N}{2} \end{bmatrix} \right) M_{N/2}
\]  

where \( M_N \) is the MAI-enabled spreading codes of length \( N \). This set of MAI-enabled codes of length \( N \) are appended to the orthogonal code set to compose the superset of overloaded CDMA spreading codes.
C. Overloaded CDMA Decoder

We present two decoding schemes for the MAI-enabled codes, namely, separate decoders and joint decoder architectures. As the proposed accumulator decoder processes 8 chips independently, we can use $N/8$ separate decoders for the MAI-enabled codes where each decoder performs the correlation on its specific 8 chips using the $M_d$ despreading code. Therefore, each extra IP core using an MAI-enabled code can have its own decoder that processes its specific 8 chips under the control of a controller circuit that assigns the MAI-enabled codes to the extra IP cores and manages their timing, accordingly.

As identical decoders that do not work in the same time slot are used, decoding resources can be shared efficiently without loss in performance. Therefore, only one joint decoder can be shared between the $N/8$ extra IP cores for the resource-optimized architecture. The joint decoder processes each 8-chip block independently, and sends the decoded data from each block to the desired IP core as shown by Figure 2. However, it should be noted that this approach imposes strict placement requirements on the extra IP cores to share the same decoder without needing long extra wires to route the decoded data to a specific IP which can lead to increasing the bus delay.

As illustrated by Figure 2, the transmit IP cores are interfaced to the encoder wrappers, and the receive memory/peripheral units (MPUs) are connected to the decoder wrappers. We apply a static code allocation scheme where each transmit-receive pair has a fixed signature code, the added $N/4$ decoders are connected to $N/4$ MPUs. There are 1.25 $N$ encoders and $N + 1$ decoders, the decoders are decomposed to $N$ orthogonal decoders and a joint MAI decoder that decodes data for the $N/4$ MPUs as explained before. Encoders are configured by applying specific spreading codes according to the intended communication link. If the intended link uses orthogonal spreading code, the XOR encoder is selected; otherwise, the AND encoder is selected.

IV. RESULTS

In this section we present the performance results of the overloaded CDMA bus. A system containing a number of IP cores and peripheral devices was built with full capacity, i.e. the number of IP cores is the maximum number offered by the bus. We study the performance of the encoder and decoder wrappers of the overloaded CDMA bus. We compare between the ordinary CDMA bus, overloaded CDMA bus with separate and joint decoder architectures. The joint decoder architecture is synthesized with an objective of minimizing the used resources, while the separate decoder architecture are synthesized with an objective of minimizing the critical-path delay. The separate decoders do not time share the accumulator-based decoders unlike the joint decoder. The system is implemented and validated on a Virtex-7 FPGA VC707 evaluation kit. Resource utilization in slices per IP core, maximum bus frequency, power consumption per IP core, and the bus bandwidth are shown in Figure 6. Synthesis results are evaluated and presented for spreading codes of length $N = \{8, 16, 32, 64\}$.

Resource utilization per IP core and power consumption in mW per IP core of the overloaded MAI CDMA bus is less than the ordinary CDMA bus because the overloaded CDMA increases the number of transmitting IP cores by 25% at a low overhead added by the encoder and decoder circuitry. The joint decoder area and power consumption is less than that of the separate decoder architecture as it uses only a single pair of accumulators. Bus frequency of the overloaded CDMA bus is less than the ordinary one due to the increase in the computation path at the decoder. Delay optimization enables the separate decoders to run at higher bus frequency. Also the bus frequency decreases with increasing $N$ for both overloaded and ordinary CDMA buses due to increasing the computational complexity of the adders and accumulators. Pipelining the adder implementation can fix the bus frequency for different $N$ values but at the expense of increasing the bus latency.

The drop in frequency is compensated by the increase in the offered bandwidth due to the overloaded IP cores as shown by Figure 6. The bus bandwidth is calculated for only a single bit per IP is interconnected via the CDMA bus. Generally, the CDMA bus bandwidth $BW$ is given by the following equation:

\[
BW = \frac{N_{\text{bits}} \times f_b \times M}{N} \tag{14}
\]

where $N_{\text{bits}}$ is the number of inter-connected bits per IP, $f_b$ is the bus frequency, $M$ is the number of IP cores sharing the bus, and $N$ is the spreading code length. The bandwidth has significant improvement, about 25% for $N = 8, 16$, and 32, since the ratio $\frac{M}{N} = 1.25$ in the overloaded CDMA bus compared to the ratio of $\frac{M}{N} = 1$ in the ordinary bus.

V. CONCLUSIONS

In this paper, we presented the overloaded CDMA bus topology in which telecommunications research experiences are utilized to increase the CDMA bus capacity by about 25% while preserving the ordinary CDMA bus complexity. We smartly exploited the MAI problem, the synchronous nature of the MPSoC design, the binary signaling scheme used for data transfers in reconfigurable platforms, and the accumulator decoder architecture of the ordinary CDMA bus to enable the overloaded CDMA bus topology and increase the number of simultaneous cores sharing the bus. We presented a systematic
method supported by a recursive code generation matrix to generate the MAI-enabled spreading codes to be appended to current orthogonal code families. We advanced the overloaded CDMA bus architecture and introduced different decoding circuits for resource and delay optimization purposes. We implemented and evaluated a prototype system on a Virtex-7 FPGA VC707 evaluation kit. Evaluation results depict an improvement in the resource utilization and power consumption per IP core, and bus bandwidth by approximately 25% while keeping the ordinary CDMA bus clock frequency unchanged.

The presented approach can enable variable rate communication in the overloaded CDMA bus by assigning more than one MAI-enabled code to the same IP core which facilitates sending more than one data bit per IP core in a single bus cycle. Also extra non-simultaneous IP cores can share the bus using the same MAI-enabled codes while flipping the despreading code $M_d$ to be \{1, 1, 1, 1, 0, 0, 0, 0\}. In this case, the one accumulator will receive all MAI chips and its accumulated value will be greater than the zero accumulator content which facilitates identifying the added codes. However, simultaneous use of the two $M_d$ sequences will cause fault detection due to increasing both accumulators. Deeper investigation of the aforementioned points will be a part of our future work. Moreover, we will explore architectural enhancements and alternatives such as pipelining, resource sharing, and retiming of the presented overloaded CDMA bus topology.

Although we could investigate adding extra non-orthogonal codes that can be identified at the receiver, we presented the proposed approach to preserve the ordinary CDMA bus complexity. However, other codes can be added to cause identifiable MAI or cross correlation waveforms, but the decoder will be complicated to enable accurate code detection. Errorless overloaded CDMA and Welch-Bound codes [10] are examples of the code families that can be used in the overloaded CDMA bus yet require complex decoding circuitry. An example of a more complex decoder architecture is the accumulator-based but with cycle-by-cycle decoding capabilities. We will investigate using other overloaded CDMA codes to increase the CDMA bus capacity and study its effect on the bus complexity and other bus metrics in our future work.

![Graphs](image_url)

Fig. 6. Implementation results for the overloaded CDMA bus of length $N = \{8, 16, 32, 64\}$ on a Virtex-7 FPGA
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